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Abstract

The Max Product (MP) is a local, iterative, message passing style algorithm that has been developed for finding the maximum a posteriori (MAP) assignment of discrete probability distribution specified by a graphical model. The scope of application of MP is vast and in particular it can serve as a heuristic to solve any combinatorial optimization problem. Despite the success of MP algorithm in the context of coding and vision, not much has been theoretically understood about the correctness and convergence of MP.

The Maximum Weight Independent Set (MWIS) and Maximum Weight Matching (MWM) are classically well studied combinatorial optimization problems. A lot of work has been done to design efficient algorithms for finding MWIS and MWM. In this paper, we study application of MP algorithm for MWIS and MWM for sparse random graphs: $G(n, c/n)$ and $G_r(n)$, which are $n$ node random graphs with parameter $c$ and $r$ respectively. We show that when weights (node or edge depending on MWIS or MWM) are assigned independently according to exponential distribution, the MP algorithm converges and finds correct solution for a large range of parametric value $c$ and $r$. In particular, we show that for any $\epsilon > 0$, for large enough $n$, the MP becomes $1 + \epsilon$ competitive with probability at least $1 - \epsilon$.

Our results build upon the results of Gamarnik, Nowicki and Swirscsz (2005), which established local optimality property of MWIS and MWM for sparse random graphs.

1 Introduction

Graphical models (GM) are a powerful method for representing and manipulating joint probability distributions. They have found major applications in several different research communities such as artificial intelligence [16], statistics [13], error-control coding [11] and neural networks. Two central problems in probabilistic inference over graphical models are those of evaluating the marginal and maximum a posteriori (MAP) probabilities, respectively. In general, calculating the marginal or MAP probabilities for an ensemble of random variables would require a complete specification of the joint probability distribution. Further, the complexity of a brute force calculation would be exponential in the size of the ensemble. GMs assist in exploiting the dependency structure between the random variables, allowing for the design of efficient inference algorithms.

The belief propagation (BP) and max-product algorithms [16] were proposed in order to compute, respectively, the marginal and MAP probabilities efficiently. Comprehensive surveys of various formulations of BP and its generalization, the junction tree algorithm, can be found in [1, 25, 19]. BP-based message-passing algorithms have been very successful in the context of, for example, iterative decoding for turbo codes and in computer vision. The simplicity, wide scope of application and experimental success of belief propagation has attracted a lot of attention recently [1, 12, 17, 24].

BP is known to converge to the correct marginal/MAP probabilities on tree graphs [16] or graphs with a single loop [2, 21]. For graphical models with arbitrary underlying graphs, little is known about the correctness of BP. Partial progress consists of [22] where correctness of BP for Gaussian GMs is proved,
where an attenuated modification of BP is shown to work, and the iterative turbo decoding algorithm based on BP is shown to work in the asymptotic regime with probabilistic guarantees. To the best of our knowledge, little theoretical progress has been made in resolving the question: Why does BP work on arbitrary graphs?

Motivated by the objective of providing justification for the success of BP on arbitrary graphs, we focus on the application of BP to the two well-known combinatorial optimization problems: Finding (1) Maximum Weight Independent Set (MWIS) and (2) Maximum Weight Matching (MWM), in an arbitrary graph. It is standard to represent combinatorial optimization problems, like finding the MWIS and MWM, as calculating the MAP probability on a suitably defined GM which encodes the data and constraints of the optimization problem. Thus, the max-product algorithm can be viewed at least as a heuristic for solving the problem. In this paper, we study the performance of the max-product algorithm as a method for finding the MWIS and MWM on a weighted graph.

It has been empirically observed that the MP algorithm works well on random instances of hard optimization problem. It has been widely believed that the “large girth” property of such random instances is responsible for this success. The main result of this paper provides justification of this observation in the context of MWIS and MWM. In particular, we show that the MP algorithm converges to correct MWIS or MWM when (1) the underlying graph has large girth, that is, if lengths of all cycles in the graph are very large (defined precisely later in the paper), and (2) the weight (node or edge) are assigned independently according to appropriate distribution. Next, we describe setup, related work and main results.

1.1 Setup

Graph. Consider an undirected graph \( G = (V, E) \) with vertex set \( V \) and edge-set \( E \). Let the number of nodes be \( n \), i.e. \( |V| = n \), and \((i,j) \in E \) iff nodes \( i \) and \( j \) are connected to each other. Let \( d(G) \) denote the length of the shortest cycle in the graph \( G \). To each node and edge, non-negative real valued weight is assigned. Let \( w_i \) denote weight of node \( i \) and \( w_{ij} \) denote weight of edge \((i,j) \in E \). In this paper, we consider sparse random graphs, \( G(n, c/n) \) and \( G_r(n) \) described as follows:

1. The \( G(n, c/n) \) has \( n \) nodes. An edge is present between any node-pair \( i, j \) with probability \( c/n \) independently.
2. The \( G_r(n) \) has \( n \) nodes. It is formed by sampling one of the \( r \)-regular \( n \) node graph uniformly at random.

It is well known that both \( G(n, c/n) \) and \( G_r(n) \) have large \( d(G) \) for any constant \( c, r \) with high probability. In particular, \( d(G) \to \infty \) as \( n \to \infty \) with high probability. The weights (both node and edge) are assigned in an i.i.d. fashion according to a certain distribution. Our interest will be in the exponential distribution of mean 1. In this paper, we follow the notation that the random variables denoting weights (node or edge) will be represented in capital letters (such as \( W_i \)) while specific instance will be represented in small letters (such as \( w_i \)).

Independent set. A subset of nodes, say \( I \subseteq V \), is called independent set if no two nodes \( u, v \in I \) have edge between them. Weight of an independent set \( I \), denoted by \( w(I) \), is the sum of the weights of node in \( I \), that is

\[
w(I) = \sum_{j \in I} w_j.
\]

Let \( I^* \) denote a maximum weighted independent set (MWIS), that is

\[
I^* = \arg \max_I w(I).
\]
In presence of multiple MWIS, let \( I^* \) be any one of them chosen arbitrarily.

**Matching.** A subset of edges, say \( M \subset E \), is called matching if no two edges of \( M \) share a vertex. Weight of a matching \( M \), denoted by \( w(M) \), is the sum of the weights of edges in \( M \), that is

\[
w(M) = \sum_{(i,j) \in M} w_{ij}.
\]

Let \( M^* \) denote the maximum weight matching (MWM), that is

\[
M^* = \arg \max_M w(M).
\]

In presence of multiple MWM, let \( M^* \) be any one of them chosen arbitrarily.

### 1.2 Related work

In this section, we briefly describe previous work related to MWIS and MWM. Both MWIS and MWM are well studied combinatorial optimization problems. Hence, it is difficult to be comprehensive in reporting all relevant work.

First, Maximum Weight Matching. The other variant of MWM is the Minimum Weight Matching, known as the assignment problem. Both MWM and the assignment problems are algorithmically equivalent. Attempts to find better MWM algorithms contributed to the development of the rich theory of network flow algorithms \[8, 14\]. The assignment problem has been studied in various contexts such as job-assignment in manufacturing systems \[8\], switch scheduling algorithms \[15\] and auction algorithms \[6\]. Recently, Bayati et. al. (2005) \[31\] showed that MP finds MWM in a complete bipartite graph for arbitrary weight as long as it is unique. They show that MP has complexity similar to that of Auction algorithm or Edmond-Karp’s algorithm for integer weights. Unfortunately, their results do not extend for arbitrary graphs. In particular, their results do not say anything about the performance of MP for sparse random graphs.

Next, Maximum Weight Independent Set. Unlike MWM, the MWIS is known to be NP-hard and hard to approximate within constant factor. From both algorithm design and complexity perspective, this problem has been very well studied. Many different algorithmic approaches have been designed to find good algorithms.

Now, on MWIS and MWM for random graphs with random weights. A lot of work since early 1980s has concentrated on evaluating asymptotic value of combinatorial optimization problem under natural probabilistic setting. Among the first such results was due to Karp and Sipser \[32\]. They showed that for sparse random graph, \( G(n, c/n) \) for \( c \leq e \), a simple linear time algorithm finds maximum independent set and maximum size matching. As a consequence of this, they obtained exact asymptotic formula for the size of maximum size matching. Subsequently, there have been many results on evaluating exact asymptotic answers for combinatorial optimization problems in probabilistic setup. An excellent reference for such results is monograph by Steele \[34\]. In his seminal work, Aldous \[4, 3\] and Aldous and Steele \[26\] proposed method of local weak convergence (LWC) to establish existence of asymptotic limits for combinatorial optimization problem, such as the assignment problem. A recent survey of Aldous and Bandopadhyay \[5\] presents nice framework for evaluating such asymptotic limits as a solution of recursive equations. Recently, the remarkable results of Gamarnik \[33\] and Gamarnik, Nowicki and Swirscsz \[27\] build upon the LWC method to establish asymptotic limits for combinatorial optimization problems such as random linear constraint satisfaction problem, MWIS and MWM. In summary, the above results have established existence of asymptotic limits for optimization problems and provided means to evaluate them. Additionally, these results suggest that these problems should become easy asymptotically. Further, these provide hope for algorithms like Max-Product to be effective in such setup.
However, these results do not imply anything about the convergence or correctness of Max Product (Belief Propagation) algorithms.

Finally, on convergence results for Max Product or Belief Propagation. Initial proposal of Belief propagation or Max Product was meant to work on trees [?]. Earlier in Section 1, we have stated the evolution and success of BP or MP algorithm.

1.3 Graphical model: MWIS and MWM

Next, we model the problem of finding MWIS and MWM as finding a MAP assignment in a graphical model where the joint probability distribution can be completely specified in terms of the product of functions that depend on at most two variables (nodes). For details about GMs, we urge the reader to see [13].

GM for MWIS. Now, consider the following GM$^I$S defined on $G$: Let $X_1, \ldots, X_n$ be random variables corresponding to the vertices of $G$ and taking values in $\{0,1\}$. The $X_i = 1$ corresponds to node $i$ being present in a set and $X_i = 0$ corresponds to absence. Next, we define a joint probability distribution, denoted by $P^{IS}$, on $X \in \{0,1\}^n$ as follows:

$$P^{IS}(X) = \frac{1}{Z} \prod_{(i,j) \in E} \psi^{IS}_{ij}(x_i, x_j) \prod_i \phi^{IS}_i(x_i),$$

where $Z$ is the normalization constant, the compatibility functions, $\psi^{IS}(\cdot, \cdot)$, are defined as

$$\psi^{IS}_{ij}(r, s) = \begin{cases} 0 & \text{if } r = 1 \text{ and } s = 1 \\ 1 & \text{Otherwise} \end{cases}$$

and the potentials at the nodes, $\phi^{IS}(\cdot)$, are defined as

$$\phi_i(r) = \begin{cases} e^{w_i} & \text{if } r = 1 \\ 1 & \text{Otherwise} \end{cases}$$

The above defined GM$^{IS}$ is also called pair-wise Markov random field. The following claims are a direct consequence of these definitions.

Claim 1.1. For the GM$^{IS}$ as defined above, the joint density $P^{IS}(X = (x_1, \ldots, x_n))$ for $X \in \{0,1\}^n$ is nonzero if and only if the subset $I(X) = \{i \in V : x_i = 1\}$ is an independent set. Further, when nonzero

$$P^{IS}(X) = \frac{1}{Z}e^{w(I(X))}.$$ 

Claim 1.2. Let $X^* \in \{0,1\}^n$ be such that

$$X^* = \arg \max \{P^{IS}(X)\}.$$ 

Then, the corresponding $I(X^*)$ is an MWIS in $G$.

GM for MWM. Now, consider the following GM$^M$ defined on $G$: Let $X_1, \ldots, X_n$ be random variables corresponding to the vertices of $G$ such that $X_i \in \{\ast\} \cup N(i)$, where $N(i)$ is the set of neighbors of $i$, i.e.

$$N(i) = \{j \in V : (i,j) \in E\}.$$
The $X_i = j \in \mathcal{N}(i)$ corresponds to node $i$ being connected to node $j$ while $X_i = \star$ corresponds to node $i$ not connected to any other node. Next, we define a joint probability distribution, denoted by $P^M$, on $\mathbf{X} = (x_1, \ldots, x_n)$ such that $x_i \in \{\star\} \cup \mathcal{N}(i)$, as follows:

$$P^M(\mathbf{X}) = \frac{1}{Z} \prod_{(i,j) \in E} \psi^M_{ij}(x_i, x_j) \prod_i \phi^M_i(x_i),$$

where $Z$ is the normalization constant, the compatibility functions, $\psi^M(\cdot, \cdot)$, are defined as

$$\psi^I_{S}(r, s) = \begin{cases} 0 & \text{if } r = j \text{ and } j \neq i \\ 0 & \text{if } s = i \text{ and } r \neq j \\ 1 & \text{Otherwise} \end{cases}$$

and the potentials at the nodes, $\phi^M(\cdot)$, are defined as

$$\phi_i(r) = \begin{cases} e^{w_{ir}} & \text{if } r \in \mathcal{N}(i) \\ 1 & \text{Otherwise} \end{cases}$$

The above defined $GM^M$ is also called pair-wise Markov random field. The following claims are a direct consequence of these definitions.

**Claim 1.3.** For the $GM^M$ as defined above, the joint density $P^M(\mathbf{X} = (x_1, \ldots, x_n))$ for $x_i \in \{\star\} \cup \mathcal{N}(i)$ is nonzero if and only if the subset $\mathcal{M}(\mathbf{X}) = \{(i, j) \in E : x_i = j\}$ is a matching. Further, when nonzero

$$P^M(\mathbf{X}) = \frac{1}{Z} e^{2w(\mathcal{M}(\mathbf{X}))}.$$

**Claim 1.4.** Let $\mathbf{X}^* \in \mathbb{R}^p$. Then, the corresponding $\mathcal{M}(\mathbf{X}^*)$ is an MWM in $G$.

### 1.4 Max-Product and Min-Sum Algorithms

The claims 1.2 and 1.4 imply that finding the MWIS and MWM respectively are equivalent to finding the maximum a posteriori (MAP) assignment on the $GM^I$ and $GM^M$ respectively. Thus, the standard max-product algorithm can be used as an iterative strategy for finding MWIS and MWM. Before we describe the max-product and equivalent min-sum algorithm algorithm for MWIS and MWM, we need some definitions.

**Definition 1.** For any $p \in \mathbb{N}$, let $D \in \mathbb{R}^{p \times p}$ be any $p \times p$ matrix and $X, Y, Z \in \mathbb{R}^{p \times 1}$. Then the operations $\ast, \odot$ are defined as follows:

$$D \ast X = Z \iff z_i = \max_{1 \leq j \leq p} d_{ij} x_j, \forall 1 \leq i \leq p,$$

$$X \odot Y = Z \iff z_i = x_i y_i, \forall 1 \leq i \leq p.$$  

For $X_1, \ldots, X_m \in \mathbb{R}^{p \times 1}$,

$${\bigodot}_{i=1}^m X_i = X_1 \odot X_2 \odot \ldots \odot X_m.$$
Max-Product for MWIS.

For \((i,j) \in E\), define a \(2 \times 2\) compatibility matrix \(\Psi^I_{ij} \in \mathbb{R}^{2 \times 2}\) such that its \((r,s)\) entry is \(\psi^I_{ij}(r,s)\), for \(1 \leq i, j \leq n\). Also, let \(\Phi^I_i \in \mathbb{R}^{2 \times 1}\) be the following:

\[
\Phi^I_i = [\phi^I_i(0), \phi^I_i(1)]^T.
\]

In the description of algorithm, we will not indicate the super-script IS (and later M) as it is clear from context that the \(\Psi\) and \(\Phi\) correspond to IS (or M).

Max-Product Algorithm (MWIS).

1. Let \(M^k_{i \rightarrow j} = [m^k_{i \rightarrow j}(0), m^k_{i \rightarrow j}(1)]^T \in \mathbb{R}^{2 \times 1}\) denote the messages passed from \(i\) to \(j\) in the iteration \(k \geq 0\), for every \((i,j) \in E\) (or \((j,i) \in E\)).

2. Initially \(k = 0\) and set the messages as follows. Let \(M^0_{i \rightarrow j} = [m^0_{i \rightarrow j}(0), m^0_{i \rightarrow j}(1)]^T\) where

\[
m^0_{i \rightarrow j}(r) = \begin{cases} e^{w_i} & \text{if } r = 0 \\ 1 & \text{otherwise} \end{cases}
\]  

(6)

3. For \(k \geq 1\), messages in iteration \(k\) are obtained from messages of iteration \(k - 1\) recursively as follows: for every \((i,j) \in E\),

\[
M^k_{i \rightarrow j} = \Psi^T_{ij} * \left\{ \bigotimes_{\ell \in \mathcal{N}(i) \setminus \{j\}} M^{k-1}_{\ell \rightarrow i} \right\} \odot \Phi_i.
\]  

(7)

4. Define the beliefs (\(2 \times 1\) vectors) at each node \(i \in V\), in iteration \(k\) as follows.

\[
b^k_i = \left( \bigotimes_{\ell \in \mathcal{N}(i)} M^k_{\ell \rightarrow i} \right) \odot \Phi_i.
\]  

(8)

5. The estimated MWIS at the end of iteration \(k\) is \(I^k\), represented by \(X^k = (x^k_1, \ldots, x^k_n)\) where

\[
x^k_i = 1\{b^k_i(1) > b^k_i(0)\}.
\]

(6)

6. Repeat (3)-(5) till \(I^k\) converges.

Note 2. For computational stability, it is often recommended that messages be normalized at every iteration. However, such normalization does not change the output of the algorithm. Since we are only interested in theoretically analyzing the algorithm, we will ignore the normalization step. Also, the messages are usually all initialized to one. Although the result doesn’t depend on the initial values, setting them as defined above makes the analysis and formulas nicer at the end.
Min-Sum for MWIS.

The max-product and min-sum algorithms can be seen to be equivalent by observing that the logarithm function is monotone and hence \( \max_i \log(\alpha_i) = \log(\max_i \alpha_i) \). In order to describe the min-sum algorithm, we need to redefine \( \Phi_i \), \( 1 \leq i \leq n \), as follows:

\[
\Phi_i = [0, w_i]^T.
\]

Now, the min-sum algorithm is exactly the same as max-product with the equations (6), (7) and (11) replaced by the following equations respectively.

(a) Replace (6) by the following.

\[
m_{i \rightarrow j}^0(r) = \begin{cases} 
  w_i & \text{if } r = 0 \\
  0 & \text{otherwise}
\end{cases}
\] (9)

(b) Replace (7) by the following.

\[
M_i^{k \rightarrow j} = \Psi_{ij}^T * \left\{ \left( \sum_{\ell \in N(i) \cup \{j\}} M_{\ell \rightarrow i}^{k-1} \right) + \Phi_i \right\}
\] (10)

(c) Replace (11) by the following.

\[
b_i^k = \left( \sum_{\ell \in N(i)} M_{\ell \rightarrow i}^k \right) + \Phi_i.
\] (11)

Note 3. The min-sum algorithm involves only summations and subtractions compared to max-product which involves multiplications and divisions. Computationally, this makes the min-sum algorithm more efficient and hence very attractive.

Min-Sum for MWM.

We describe only Min-Sum algorithm for MWM as this paper will analyze Min-Sum algorithm. The difference between Min-Sum for MWIS and MWM is mainly in the compatibility matrix \( \Psi \) and potential matrix \( \Phi \). With abuse of notation, re-define the compatibility matrix as follows: for \((i, j) \in E\), define a \( n + 1 \times n + 1 \) compatibility matrix \( \Psi_{ij} \in \mathbb{R}^{n+1 \times n+1} \) such that

\[
\Psi_{ij}(r, s) = \begin{cases} 
  0 & \text{if } r = j \text{ and } s \neq i \\
  0 & \text{if } s = i \text{ and } r \neq j \\
  1 & \text{otherwise}
\end{cases}
\]

Also, let \( \Phi_i \in \mathbb{R}^{n+1 \times 1} \) be such that

\[
\Phi_i(j) = \begin{cases} 
  w_{ij} & \text{if } (i, j) \in E \\
  0 & \text{otherwise}
\end{cases}
\]
Min-Sum Algorithm (MWM).

(1) Let $M^k_{i ightarrow j} = [m^k_{i ightarrow j}(1), \ldots, m^k_{i ightarrow j}(n+1)]^T \in \mathbb{R}^{n+1 \times 1}$ denote the messages passed from $i$ to $j$ in the iteration $k \geq 0$, for every $(i, j) \in E$ (or $(j, i) \in E$).

(2) Initially $k = 0$ and set the messages as follows. Let $M^0_{i \rightarrow j} = [m^0_{i \rightarrow j}(1), \ldots, m^0_{i \rightarrow j}(n+1)]^T$ where

$$m^0_{i \rightarrow j}(r) = \begin{cases} w_{ij} & \text{if } r = j \\ 0 & \text{otherwise} \end{cases}$$

(12)

(3) For $k \geq 1$, messages in iteration $k$ are obtained from messages of iteration $k - 1$ recursively as follows: for every $(i, j) \in E$,

$$M^k_{i \rightarrow j} = \Psi_{ij}^T \left\{ \sum_{\ell \in N(i) \setminus \{j\}} M^k_{\ell \rightarrow i} + \Phi_i \right\}$$

(13)

(4) Define the beliefs $(n + 1 \times 1$ vectors) at each node $i \in V$, in iteration $k$ as follows.

$$b^k_i = \left( \sum_{\ell \in N(i)} M^k_{\ell \rightarrow i} \right) + \Phi_i.$$  

(14)

(5) The estimated MWM at the end of iteration $k$ is $M^k$, represented by $X^k = (x^k_1, \ldots, x^k_n)$ where

$$x^k_i = \arg \max_{j \in N(i) \cup \{n+1\}} \{ b^k_j \}.$$  

We note that $x^k_i = n + 1$ means that node $i$ is not connected to any other node in that matching.

(6) Repeat (3)-(5) till $M^k$ converges.

1.5 Main Result

1.5.1 Result for Min-Sum Algorithm for MWIS

We first state a little modification of min-sum algorithm for MWIS before stating the result. This modification is related to stopping condition.

Modification. Stop algorithm after large enough $k$. Consider the decisions $(x^k_i)$ at the end of iteration $k$. The subset, $\mathcal{I}^k$ induced by $(x^k_i)$ may not be independent set. We state a simple iterative procedure (can be made local) to obtain an independent set out of $\mathcal{I}^k$. Initially, set $\hat{\mathcal{I}}^k = \mathcal{I}^k$. Consider nodes in $\hat{\mathcal{I}}^k$ in any order and repeat the following till possible: if a node $i$ is inside $\hat{\mathcal{I}}^k$ and one or more of its neighbors are also in $\hat{\mathcal{I}}^k$, remove $i$ and its neighbors from $\hat{\mathcal{I}}^k$. By definition, at the end the $\hat{\mathcal{I}}^k$ is an independent set.

Theorem 1.1. Consider graph $G(n, c/n)$ or $G_r(n)$ with node weights assigned independently according to exponential distribution of rate 1. Let $c \leq 2e$ and $r \leq 4$. Then, for any $\epsilon > 0$, there exists large enough $N^{IS}(\epsilon)$ and $T^{IS}(\epsilon)$ such that if $n > N^{IS}(\epsilon)$, then the following holds:
(a) For any node in \( G(n, c/n) \) or \( G_r(n) \), say \( i \), the \( x_i^k \) converges with probability\(^1\) at least \( 1 - \epsilon \) for \( k \geq T^{IS}(\epsilon) \).

(b) Let \( \hat{I}^k \) be the independent set obtained by modifying the set \( I^k \) obtained at the end of iteration \( k \) of min-sum algorithm. Then, the weight of \( \hat{I}^k \), \( W(\hat{I}^k) \), is such that for \( k \geq T^{IS}(\epsilon) \),

\[
P \left( \frac{|W(\hat{I}^k) - W(I^*)|}{W(I^*)} \geq \delta(\epsilon) \right) \leq \epsilon,
\]

where \( \delta(\epsilon) \to 0 \) as \( \epsilon \to 0 \).

1.5.2 Result for Min-Sum Algorithm for MWM.

Similar to MWIS, we make the following modification to stopping condition of min-sum algorithm algorithm for MWM.

**Modification.** Stop algorithm after large enough \( k \). Consider the decisions \( (x_i^k) \) at the end of iteration \( k \). The subset of edges, \( M^k \) induced by \( (x_i^k) \) may not be a matching. We state a simple iterative procedure (can be made local) to obtain a matching out of \( M^k \). Initially, set \( \hat{M}^k = M^k \). Consider edges in \( \hat{M}^k \) in any order and repeat the following till possible: if an edge \( (i, j) \in \hat{M}^k \) shares an end-point with any edge in \( \hat{M}^k \), remove \( (i, j) \) and the conflicting edge from \( \hat{M}^k \). By definition, at the end the \( \hat{M}^k \) is a matching.

**Theorem 1.2.** Consider graph \( G(n, c/n) \) or \( G_r(n) \) with edge weights assigned independently according to exponential distribution of rate 1. Let \( c > 0 \) and \( r \geq 1 \). Then, for any \( \epsilon > 0 \), there exists large enough \( N^M(\epsilon), T^M(\epsilon) \) such that for \( n > N^M(\epsilon) \) the following holds:

(a) For any node in \( G(n, c/n) \) or \( G_r(n) \), say \( i \), the \( x_i^k \) converges with probabilty\(^2\) at least \( 1 - \epsilon \) for \( k \geq T^M(\epsilon) \).

(b) Let \( \hat{M}^k \) be the matching obtained by the modifying \( M^k \) obtained at the end of iteration \( k \) of the min-sum algorithm. Then, the weight of \( \hat{M}^k \), \( W(\hat{M}^k) \), is such that for \( k \geq T^M(\epsilon) \),

\[
P \left( \frac{|W(\hat{M}^k) - W(M^*)|}{W(M^*)} \geq \delta(\epsilon) \right) \leq \epsilon,
\]

where \( \delta(\epsilon) \to 0 \) as \( \epsilon \to 0 \).

1.6 Organization

The rest of the paper is organized as follows: In Section\(^2\) we present proof of Theorem\(^1\). Similarity, in Section\(^3\) we present proof for Theorem\(^2\). It is very similar to the proof of Theorem\(^1\) and hence only key ingredients are presented. Finally, we present our conclusions.

2 Proof of Theorem\(^1\)

The proof of Theorem\(^1\) essentially integrates results of \([20]\) and \([27]\). The proof establishes simple connection between method of local weak convergence and convergence of max-product for MWIS (and later for MWM). Structurally, proof is divided into four steps. This four step method is divided into next four Sub-sections. Combining them provides the proof of Theorem\(^1\) We note that this four step method is quite general and should be useful in providing convergence and correctness of min-sum (or max-product) algorithm for other questions.

\(^1\)Here, the probability distribution is induced by the choice of random weights.

\(^2\)Here, the probability distribution is induced by the choice of random edge weights.
2.1 Min-Sum and Computation Tree

We first introduce a very useful concept of computation tree. The computation tree provides a graphical interpretation of the min-sum belief at a node, say $i$, at a particular time, say $k$, in terms of initial messages and the graph structure. As we shall see, it is key to our proof. To this end, consider a fixed node $i$. Let $T_i^k$ be the level-$k$ unrolled tree corresponding to $i$, defined as follows: $T_i^k$ is a weighted tree of height $k + 1$, having node $i$ as a root. All nodes have labels from the set $\{1, \ldots, n\}$ corresponding to the $n$ nodes of the original graph. The tree is constructed according to the following recursive rule: (a) root has label $i$; (b) root $i$ has a distinct child corresponding to each of its neighbors and these children get label from the original graph; and (c) a non-leaf node, say $j$, with parent $\ell$ has children corresponding to each node in $\mathcal{N}(i) \setminus \{\ell\}$ with corresponding label. The node with label $j$ is assigned weight $w_j$.

The $T_i^k$ is often called the level-$k$ unwrapped graph at node $i$ corresponding to the GM under consideration. The unwrapped graph in general is constructed by replicating the pairwise compatibility functions $\psi_{ij}(r, s)$ and potentials $\phi_i(r)$, while preserving the local connectivity of the (possibly loopy) graph. They are constructed so that the messages received by node $i$ after $k$ iterations in the actual graph are equivalent to those that would be received by the root $i$ in the unwrapped graph, if the messages are passed up along the tree from the leaves to the root.

Let $t_i^k(0)$ (respectively $t_i^k(1)$) be the weight of maximum weight independent set in $T_i^k$ such that the root $i$ is not present (respectively root $i$ is present). Now, we state the following important lemma that connects the belief of min-sum algorithm with the above defined computation tree.

**Lemma 2.1.** At the end of the $k^{th}$ iteration of the min-sum algorithm, the belief at node $i$ of $G$ is precisely $b_i^k = [t_i^k(0), t_i^k(1)]^T$.

**Proof.** It is known [20] that under the min-sum (or max-product) algorithm, the vector $b_i^k$ corresponds to the correct marginals for the root $i$ of the MAP assignment on the GM corresponding to $T_i^k$. The pairwise compatibility functions force the MAP assignment on this tree to be an independent set.

By definition, the first (respectively second) marginal of $b_i^k$ corresponds to the weight or likely-hood of independent set in which $i$ is absent (respectively present). The non-normalized min-sum algorithm considered in this paper makes the exact value of the beliefs being equal to the weight of independent set. This completes the proof of Lemma 2.1.

Alternatively, the Lemma 2.1 can be easily proved using Mathematical Induction on $k$. □

2.2 Computation Tree and Local Topology

Consider a fixed node $i$ in graph $G$, as before. Consider $V^k \subset V$ defined as

$$V_i^k = \{j \in V : \text{there is a path between } i \text{ and } j \text{ of length no more than } k\}.$$  

Let $E_i^k \subset E$ be set of edges incident on these vertices. Let $G_i^k = (V_i^k, E_i^k)$ denote the subgraph of $G$ thus created. The following Lemma relates $G_i^k$ with the computation tree $T_i^k$.

**Lemma 2.2.** If $G_i^k$ is a tree for a node $i$, then computation tree corresponding to node $i$ till iteration $k$, $T_i^k$ is identical to $G_i^k$.

**Proof.** By definition, the nodes and edges present in $T_i^k$ correspond to some nodes and edges in $G_i^k$. The way $T_i^k$ is constructed, all nodes that are within path-length of $k$ are present in $T_i^k$. Given this, it is an easy to check (and well-known) fact that when $G_i^k$ is a tree, the $T_i^k$ also a tree with identical graph structure. This completes the proof of Lemma 2.2. □

Next, we present some conditions that ensure that $G_i^k$ is a tree.
Lemma 2.3. Consider a fixed node $i$ of graph $G$ and a finite $k$. The following are set of different conditions that ensure that, $G^k_i$ is a tree.

(a) If the size of the smallest cycle of graph $G$ is at least $2k + 2$, the $G^k_i$ is tree.

(b) If $G = G_r(n)$ with $r \geq 0$, then given $k$ and for any $\epsilon > 0$, there exists large enough $n(\epsilon)$ such that for $n \geq n(\epsilon)$ the $G^k_i$ is tree with probability at least $1 - \epsilon$.

(c) If $G = G(n,c/n)$ with $c \geq 0$, then given $k$ and for any $\epsilon > 0$, there exists large enough $n(\epsilon)$ such that for $n \geq n(\epsilon)$ the $G^k_i$ is tree with probability at least $1 - \epsilon$.

Proof. We first prove (a) and then provide references for (b) and (c).

Proof of (a). Suppose $G^k_i$ is not a tree. First note that, $G^k_i$, by definition is a connected graph. Since, we have assumed that it is not a tree, here exists a cycle in $G^k_i$, say $C$. Next, we show existence of cycle of length at most $2k + 1$ and thus contradicting our assumption. To this end, let $u,v \in V^k_i$ be some two nodes adjacent in $C$. By definition, there exists paths $P_u$ and $P_v$ of length at most $k$ starting from $i$ to nodes $u$ and $v$ respectively. Using edges of paths $P_u$, $P_v$ and $(u,v)$, it is straightforward to show existence of a cycle of length no more than $2k + 1$. But this contradicts with the property that $G$ (and hence $G^k_i$) does not have any cycle of length less than $2k + 2$. Hence, our assumption of $G^k_i$ not being tree is false.

Reference for (b) and (c). The (b) follows from result of [29] and (c) follows from result of [30].

2.3 Min-Sum Beliefs and Bonuses

In this section, we relate the min-sum beliefs with quantity called bonus – quantitative measure of advantage of including a node in Independent set on tree-graphs – originally introduced by Aldous [3] and subsequently utilized by Gamarnik et al. [27] and others.

To this end, consider an $n$ node finite rooted tree, $H$, with node 0 as its root. Let $n$ nodes of $H$ be numbered $0, \ldots, n - 1$. Let the set of children of node $i$ be denoted by $C(i)$. Let $H(i)$ denote the subtree rooted at $i$ (hence, $H(0) = H$). Let $w^H(i)$ denote maximum weight of an independent set in $H(i)$. Define bonus of a node $i$ (or sub-tree $H(i)$) as

$$B^H_H(i) = w^H(i) - \sum_{j \in C(i)} w^H(j).$$

If $C(i)$ is empty, that is $i$ is a leaf node then $B^H_H(i) = w^H(i) = w_i$. The above definition implies that $B^H_H(i)$ is the difference between weight of maximum weight Independent set in $H(i)$ and the weight of maximum weight independent set in $H(i)$ not containing the root $i$. Intuitively, $B^H_H(i)$ captures the bonus of including $i$ in the candidate maximum weighted independent set of $H(i)$. Now, we state the following Lemma.

Lemma 2.4 (Lemma 7, [27]). The bonus at node $i$, $B^H_H(i)$ can be recursively evaluate as

$$B^H_H(i) = \max \left( 0, w_i - \sum_{j \in C(i)} B^H_H(j) \right).$$

If $C(i)$ is empty then $B^H_H(i) = w_i$. Further, if $w_i > \sum_{j \in C(i)} B^H_H(j)$ (respectively $w_i < \sum_{j \in C(i)} B^H_H(j)$) then all maximum weighted independent set in sub-tree $H(i)$ must contain $i$ (respectively must not contain $i$).

Proof. The above Lemma follows from definition. For completeness, we refer reader to [27] for the proof.
Next, we state a result that relates bonus and min-sum beliefs.

**Lemma 2.5.** Consider a node $i$ with $T_i^k$ as its computation tree and $[t_i^k(0), t_i^k(1)]^T$ as its min-sum beliefs at the end of iteration $k$. Then,

$$B_{T_i^k} = \max \left( 0, t_i^k(1) - t_i^k(0) \right),$$

where $B_{T_i^k}$ be the bonus for $T_i^k$ as defined above.

**Proof.** Note that $T_i^k$ is a tree, by construction. Hence, $B_{T_i^k}$ is well-defined. The key to the proof of this Lemma is: (1) definition of $B_{T_i^k}$ that it is the difference between weight of maximum independent set and weight of maximum independent set not containing $i$, and (2) Lemma 2.1.

Now, if $t_i^k(1) \leq t_i^k(0)$ then by Lemma 2.1 the difference between weight of maximum independent set and weight of maximum independent set not containing $i$ is non-positive. Hence, $B_{T_i^k}$ should be 0. Similarly, if $t_i^k(1) > t_i^k(0)$ then by Lemma 2.1 and from definition of $B_{T_i^k}$, the $(t_i^k(1) - t_i^k(0))$ is the same as $B_{T_i^k}$. Putting this together, we obtain that $B_{T_i^k} = \max \left( 0, t_i^k(1) - t_i^k(0) \right)$. □

The Lemma 2.5 establishes the following crucial relation between bonus and min-sum belief: convergence of min-sum beliefs (in terms of its conclusion for finding maximum independent set) is equivalent to convergence of bonuses on computation trees (of growing size). We wish to note that similar convergence on computation tree for general loopy belief propagation algorithm was studied in [28] (see Proposition 3.1, for example).

### 2.4 Spatial Independence and Convergence

In this section, we establish the asymptotic independence between the bonus of computation tree at the root and the initial messages in computation tree as long as the minimum length of cycle in underlying graph $G$ is large enough (growing to $\infty$ asymptotically). In particular, we are interested in graph $G$ where $G = G(n, c/n)$ for $c \leq 2e$ or $G = G_r(n)$ for $r \leq 4$ and node weight distribution is exponential of mean 1.

Consider a node, say $i$. Let its computation tree be $T_i^k$ for a large $k$. Now, consider the top subtree of $T_i^k$ of odd depth $d < k$ (usually $d \ll k$), denoted by $T_i^k(d)$. Thus $T_i^k(d)$ can be obtained by removing all nodes and edges of $T_i^k$ that are beyond depth $d$ from its root. Note that, $T_i^k(d)$ is identical to $T_i^d$. Hence, in what follows we use $T_i^k(d)$ and $T_i^d$ interchangeably.

Now, consider a particular instance of node weights for all nodes in the $T_i^k \setminus T_i^k(d)$. Let they be denoted by vector $W$. Now, consider nodes that are leaves in $T_i^k(d)$, denoted by $\delta(T_i^k(d))$. Consider one such leaf, say $\ell \in \delta(T_i^k(d))$. This leaf, $\ell$, has a computation tree of depth $k - d$ underneath itself. Given $W$, the messages coming to $\ell$ (under min-sum algorithm) from its children are a function of $W$. From Lemma 2.5, we can conclude that the node $\ell$ can determine its bonus of node, $B_{\ell}$, with respect to the sub-tree rooted at $\ell$ using the messages coming from its children and its own weight, $W_{\ell}$. An application of Lemma 2.4 implies that $B_{\ell} \in [0, W_{\ell}]$. Let the vector of bonus values on the leaf nodes of $T_i^k(d)$ be denoted by $b(d)$ and let $B(d)$ represent the (compact and bounded) set of all $b(d)$ such that each component of vector is bounded between 0 and the corresponding node weight. Note that since node weights are random variables, $B(d)$ is a random set. From above discussion, it is clear that irrespective of graph structure and node weight for sub-graph $T_i^k \setminus T_i^k(d)$, the vector of boundary bonus values is in $B(d)$. Also, Lemma 2.4 implies that the bonus at root of $T_i^k$, $B_{T_i^k}$ is independent of everything in $T_i^k \setminus T_i^k(d)$, given $b(d)$. Thus, to prove convergence of $B_{T_i^k}$, it is sufficient to show that $B_{T_i^k}$ converges for any $b(d) \in B(d)$, . In what follows, our eventual goal will be to show that $Z_i^k = 1_{\{B_{T_i^k} > 0\}}$ converges for any $b(d) \in B(d)$ to prove Theorem 1.1.

Before we proceed further, we present some more useful notation. Let the boundary condition of all bonus at leaf nodes of $T_i^k(d)$ being 0 be represented by $0(d)$ and the boundary condition of all bonus being
equal to the node weight be denoted by $W(d)$. For any boundary condition $b(d) \in B(d)$, let $\Omega_{b(d)}(t)$ denote the event the bonus at root of $T^k_i$, $B_{T^k_i}$ is at most $t$ given the boundary bonus as $b(d) \in B(d)$. From context, it should be clear that $\Omega(.)$ refers to a fixed $d$. The following result is a direct adaptation of a result of [27]. For completeness, we will give an idea for the proof.

**Lemma 2.6.** Consider a fixed $t \in \mathbb{R}_+$, any odd $d$ and for any bonus boundary condition $b(d) \in B(d)$,

$$\Omega_{b(d)}(t) \subseteq \Omega_{b(d)}(t) \subseteq \Omega_{W(d)}(t).$$

Further, for any $\epsilon > 0$ there exists large enough $d(\epsilon)$ such that for any odd $d \geq d(\epsilon)$ when $G^d_i$ – the subgraph of $G = G(n,c/n)$ for $c \leq 2\epsilon$ or $G = G_r(n)$ for $r \leq 4$ – is a tree, under the probability distribution induced by randomness of node weights,

$$\Pr \left( \Omega_{b(d)}(t) \right) \leq \Pr \left( \Omega_{W(d)}(t) \right) \leq \Pr \left( \Omega_{b(d)}(t) \right) + \epsilon. \quad (16)$$

**Proof.** We first prove (15). Let $b(d) \in B(d)$ be some boundary bonus condition for tree $T^d_i$. Let $b(d)_1 \in B(d)$ and $b(d)_2 \in B(d)$ be two other boundary conditions such that each component of $b(d)_1$ is smaller than $b(d)$; each component of $b(d)$ is smaller than $b(d)_2$. Let $[B_{T^d_i}|b]$ denote value of bonus at the root of $T^d_i$ given boundary bonus condition $b \in B(d)$.

Now, as given in the statement of Lemma, let $d \geq 0$ be odd. By definition, $T^k_i$ is a tree and hence the bonus for each node of $T^k_i$ is defined recursively as stated in Lemma 2.4. In particular, $[B_{T^d_i}|b]$ can be recursively evaluated given the boundary bonus condition, $b \in B(d)$, and weights of nodes in $T^d_i$. Given this recursive relation, it is straightforward to verify that the value of $B_{T^d_i}$ is anti-monotone function of boundary condition for odd $d$, that is,

$$[B_{T^d_i}|b(d)_1] \geq [B_{T^d_i}|b(d)] \geq [B_{T^d_i}|b(d)_2]. \quad (17)$$

To conclude the proof of (15), in addition to (17), we need the following: (1) Any boundary condition, $b(d) \in B(d)$ is component-wise larger than $0(d)$ and component-wise smaller than $W(d)$; and (2) $B_{T^d_i}$ given boundary condition $b(d) \in B(d)$ is the same as $B_{T^d_i}$ (for $k \geq d$), given $b(d)$ as the boundary condition for $T^d_i$. Putting these together, we obtain that for any odd $d$,

$$\Omega_{b(d)}(t) \subseteq \Omega_{W(d)}(t) \subseteq \Omega_{b(d)}(t).$$

Next we prove (16). For this suppose that given $\epsilon > 0$, there is large enough $d(\epsilon)$ (determined later) such that for some odd $d \geq d(\epsilon)$, $G^d_i$ is a tree. Though, under the statement of Lemma, we are provided the condition of $G^d_i$ being tree, it is useful to keep in mind that the condition of $G^d_i$ being tree is satisfied with probability at least $1 - \epsilon$ for large enough $n$ when graph $G = G_r(n)$, $r \geq 2$ or $G(n,c/n), c > 0$, as stated in Lemma 2.3.

Given that $G^d_i$ is tree, Lemma 2.2 implies that $G^d_i = T^d_i = T^d_i(d)$. Further, boundary condition $b(d) \in B(d)$ can be seen as a boundary condition for nodes of $G^d_i$. By definition of bonus, the bonus of $i$ in $G^d_i$ is the same as the bonus on $T^d_i$ given the identical boundary condition $b(d) \in B(d)$ and the identical graph structure (and weights).

Let $\hat{\Omega}(\cdot)$ denote the event for bonus of $i$ in $G^d_i$, similar to the event $\Omega(\cdot)$ defined earlier for bonus of $i$ in $T^d_i$. Now, results of [27] (Theorems 3 and 9) immediately imply that for large enough odd $d \geq d(\epsilon)$,

$$\Pr \left( \hat{\Omega}_{b(d)}(t) \right) \leq \Pr \left( \hat{\Omega}_{W(d)}(t) \right) \leq \Pr \left( \hat{\Omega}_{b(d)}(t) \right) + \epsilon. \quad (18)$$

Repeating what we stated above, that is, $G^d_i = T^d_i, \hat{\Omega}(\cdot) = \Omega(\cdot)$. Hence, we obtain that for large enough odd $d \geq d(\epsilon)$

$$\Pr \left( \Omega_{b(d)}(t) \right) \leq \Pr \left( \Omega_{W(d)}(t) \right) \leq \Pr \left( \Omega_{b(d)}(t) \right) + \epsilon. \quad (19)$$

This completes the proof of Lemma 2.6. \qed
2.5 Putting Things Together

In this section, we complete the proof of Theorem 1.1. Define
\[ \hat{\Omega}_- = \Omega_{0(d)}(0), \quad \text{and} \quad \hat{\Omega}_+ = \Omega_{W(d)}(0). \]

We state the following two Lemmas.

**Lemma 2.7.** Given odd \( d \), for any boundary bonus condition \( b(d) \in B(d) \), the \( B_{T_i^k} > 0 \) for any \( \omega \in \hat{\Omega}_+ \) and \( B_{T_i^k} = 0 \) for any \( \omega \in \hat{\Omega}_- \).

**Proof.** It follows directly from definitions of \( \hat{\Omega}_+ \), \( \hat{\Omega}_- \) and Lemma 2.6.

**Lemma 2.8.** Consider a fixed node \( i \). Under the setup of Lemma 2.6 (equivalently that of Theorem 1.1), for any even \( \epsilon > 0 \), there exists large enough \( n(\epsilon) \) and \( k(\epsilon) \) such that for (random) graph with \( n \geq n(\epsilon) \), the \( x_i^k \) of min-sum algorithm converges to the correct value for \( k > k(\epsilon) \) with probability \(^3 \) at least \( 1 - \epsilon \).

**Proof.** Consider \( Z_i^k = 1_{\{B_{T_i^k} > 0\}} \). Under the setup of Lemma 2.8 we first show equivalence between convergence of \( Z_i^k \) and \( x_i^k \). Since weights are distributed according to exponential random variable, the probability of \( W_i \) being equal to the sum of bonuses of nodes that are children of \( i \) in \( T_i^k \) is 0. Hence, from Lemma 2.4, with probability 1 either \( i \) belongs to all maximum weight Independent set in \( T_i^k \) or does not belong all maximum weight Independent set in \( T_i^k \). Consequently, another use of Lemma 2.4 implies that \( Z_i^k \) is an indicator of event that \( i \) belongs to all maximum weight Independent set. Now \( i \) belongs to or does not belong to all maximum weight independent set with probability 1. Hence Lemma 2.1 implies that \( t_i^k(0) \neq t_i^k(1) \) with probability 1. Hence, Lemma 2.1 and definition of \( x_i^k \) implies that \( x_i^k = Z_i^k \) with probability 1. Hence, in order to prove convergence, it is sufficient to prove that there exists \( k(\epsilon) \) such that for \( k \geq k(\epsilon) \), \( Z_i^k \) converges with probability at least \( 1 - \epsilon \). Next, we use Lemmas 2.6 and 2.7 to do so.

From Lemma 2.7, for \( k > d \) the \( Z_i^k \) converges on set \( \hat{\Omega} = \hat{\Omega}_+ \cup \hat{\Omega}_- \) as defined above. Now, it is sufficient to show that probability of \( \hat{\Omega} \) is at least \( 1 - \epsilon \). To this end, consider the following. Consider \( d(\epsilon) \) as in Lemma 2.6. Consider smallest odd \( d \geq d(\epsilon) \). From Lemma 2.3, there exists large enough \( n(\epsilon) \) such that for \( n \geq n(\epsilon) \), for a given node \( i \) the \( G_i^d \) (either \( G_i(n) \) or \( G(n, c/n) \)) is tree with probability at least \( 1 - \epsilon / 2 \).

That is,
\[ \Pr \left( G_i^d \text{ is not tree} \right) \leq \epsilon / 2. \] (20)

For any odd \( d \), \( \Omega_{0(d)}(0) \subseteq \Omega_{W(d)}(0) \) and hence by Lemma 2.6 given that \( d \geq d(\epsilon) \),
\[ \Pr \left( \Omega_{W(d)}(0) \setminus \Omega_{0(d)}(0) \right) \leq \epsilon / 2. \] (21)

From (20) and (21) it immediately follows that
\[ \Pr \left( \Omega_{W(d)}(0) \setminus \Omega_{0(d)}(0) \right) \leq \epsilon. \] (22)

Now, consider the following.
\[ \Pr(\hat{\Omega}) = \Pr(\hat{\Omega}_+ \cup \hat{\Omega}_-) = \Pr(\hat{\Omega}_+) + \Pr(\hat{\Omega}_- \cap \hat{\Omega}_+). \]
\[ = \Pr(\hat{\Omega}_+) + \Pr(\hat{\Omega}_-) \]
\[ = \Pr \left( \Omega_{W(d)}(0) \right) + \Pr \left( \Omega_{0(d)}(0) \right) \]
\[ = 1 - \left\{ \Pr \left( \Omega_{W(d)}(0) \right) - \Pr \left( \Omega_{0(d)}(0) \right) \right\}. \]
\[ = 1 - \Pr \left( \Omega_{W(d)}(0) \setminus \Omega_{0(d)}(0) \right). \]
\[ \geq 1 - \epsilon. \] (24)

\(^3\)Recall that the probability is induced by random graph and random node weights.
Gx conditions). This establishes the correctness of (20).

Proof of (a). Consider any node, say \( i \). We first present the proof of (a) and then proof of (b).

Proof of (b). Consider the decisions of min-sum algorithm in terms of \( \mathcal{I}^k \) at the end of iteration \( k \). Using Lemma 2.8 and Markov’s inequality, we obtain that for \( k \geq \frac{\epsilon^2}{4} \), the size of the symmetric difference of \( \mathcal{I}^k \) and \( \mathcal{I}^* \), \( \mathcal{I}^k \Delta \mathcal{I}^* \), is at most \( \epsilon n \) with probability at least \( 1 - \epsilon / 4 \). Define a node as a ”bad” node if it belongs to \( \mathcal{I}^k \) but does not belong to \( \mathcal{I}^* \). A node that is not ”bad” is ”good”. By definition, number of bad nodes is no more than size of the set \( \mathcal{I}^k \Delta \mathcal{I}^* \). Hence, number of bad nodes is no more than \( \epsilon n \) under the above setup.

By definition two ”good” nodes can not be neighbors as well as present in \( \mathcal{I}^k \). Hence, under the modification procedure described before the statement of Theorem 1.1, removal of each node from \( \mathcal{I}^k \) to obtain eventual \( \hat{\mathcal{I}}^k \), can be associated with the presence of a ”bad” neighbor. Using this property, the difference between \( \hat{\mathcal{I}}^k \) and \( \mathcal{I}^* \) can be bounded by the size of neighborhood\(^4\) of any \( \epsilon n \) nodes in \( G \). For \( G_r(n) \), it is no more than \( \epsilon n m \). For \( G_r(n) \), using the property that for large \( n \), the number of neighbors of each node is like Poisson(\( \epsilon n \)), we can show that the neighborhood of any \( \epsilon n \) nodes is no more than \( \epsilon_1 n \) with probability at least \( 1 - \epsilon / 4 \), where \( \epsilon_1 < 0 \) as \( \epsilon < 0 \). Thus, till now we have obtained that for some \( \epsilon_2 > 0 \) such that \( \epsilon_1 \to 0 \) as \( \epsilon \to 0 \),

\[
\Pr \left( |\hat{\mathcal{I}}^k \Delta \mathcal{I}^*| \geq \epsilon_2 n \right) \leq \frac{\epsilon}{2}. \tag{25}
\]

Now, using property of exponential variables, the weight of any \( \epsilon_2 n \) nodes can be upper bounded by \( \epsilon_3 n \) with probability at least \( 1 - \epsilon / 4 \), where again \( \epsilon_3 \to 0 \) as \( \epsilon_2 \to 0 \). Also, it is easy to see that both in \( G_r(n) \) with \( r \leq 4 \) or \( G(n, c/n) \) with \( c \leq 2 \epsilon \), the weight of \( \mathcal{I}^* \) is at least \( \alpha n \), for some constant \( \alpha > 0 \), with probability at least \( 1 - \epsilon / 4 \) for large enough \( n \). From (25) and above discussion, it is easy to see that for some \( \delta(\epsilon) > 0 \) where \( \delta(\epsilon) \to 0 \) as \( \epsilon \to 0 \),

\[
P \left( \frac{|W(\hat{\mathcal{I}}^k) - W(\mathcal{I}^*)|}{W(\mathcal{I}^*)} \geq \delta(\epsilon) \right) \leq \epsilon. \tag{26}
\]

This completes the proof of Theorem 1.1.
3 Proof of Theorem 1.2

The proof of Theorem 1.2 is very similar to that of Theorem 1.1. Similar to Theorem 1.1, we will use results of [20] and [27] for establishing the proof of Theorem 1.2. In what follows, the proof is described in different sub-sections with details omitted when they are similar to that presented in proof of Theorem 1.1.

3.1 Min-Sum and Computation Tree

The computation tree for min-sum algorithm for MWM is identical to that described in Section 2.1 with the following difference: the edges of computation tree are assigned weight \( w_{uv} \) if the end points of edge correspond to nodes \( u \) and \( v \) of \( G \). For MWM, the node weights are irrelevant.

As before, let \( T_i^k \) denote the computation tree of min-sum algorithm for node \( i \) till iteration \( k \). Let \( t_i^k(j), j \in \mathcal{N}(i) \cup \{n + 1\} \) denote the weight of maximum weight matching on \( T_i^k \) among all matchings under which root node \( i \) is connected to \( j \) under the matching (recall that \( i \) connected to \( n + 1 \) means that it is not connected to any node). Let \( b_i^k = [b_i^k(1), \ldots, b_i^k(n + 1)]^T \) denote the belief vector at node \( i \) at the end of iteration \( k \) under min-sum algorithm for MWM. Then, we state the following result similar to Lemma 2.1.

**Lemma 3.1.** For any \( j \in \mathcal{N}(i) \cup \{n + 1\} \),

\[
b_i^k(j) = t_i^k(j).
\]

Like Lemma 2.1, the proof follows from [20].

3.2 Computation Tree and Local Topology

As in Section 2.2 with respect to a node \( i \) and \( k \geq 0 \), the subgraph of \( G, G_i^k \) can be defined. The Lemmas 2.2 and 2.3 hold verbatim.

3.3 Min-Sum Beliefs and Bonuses

Similar to independent set, bonus for each node, can be defined in the case of matching as well. In particular, *bonus* of a node \( i \) is the difference between weight of maximum weight matching in \( G \) and weight of maximum weight matching that does not match \( i \) to any node in \( G \). Given this definition, lets consider bonus on trees.

To this end, consider an \( n \) node finite rooted tree, \( H \), with node 0 as its root and its nodes numbered 0, \ldots, \( n - 1 \). Let the set of children of node \( i \) be denoted by \( C(i) \). Let \( H(i) \) denote the subtree rooted at \( i \) (hence, \( H(0) = H \)). Let edges of \( H \) be assigned non-negative weights. Let \( w^{H(i)} \) denote maximum weight of matching in \( H(i) \). Define bonus of \( i \), denoted by \( B_{H(i)} \), to be the difference between \( w^{H(i)} \) and the maximum weight of any matching in \( H(i) \) that does not allow \( i \) to be matched with any node. The following was stated and proved in [27] (earlier, considered by [3]).

**Lemma 3.2 (Lemma 8, [27]).** The bonus at node \( i \), \( B_{H(i)} \) can be recursively evaluate as

\[
B_{H(i)} = \max \left( 0, \max_{j \in C(i)} \left( w_{i,j} - B_{H(j)} \right) \right).
\]

If \( C(i) \) is empty then \( B_{H(i)} = 0 \). Further, if \( w_{i,j} - B_{H(j)} > w_{i,j'} - B_{H(j')} \), \( \forall j' \in C(i) \setminus \{j\} \) and \( w_{i,j} - B_{H(j)} > 0 \) then every maximum weight matching in \( H(i) \) contains edge \((i, j)\). If \( w_{i,j} - B_{H(j)} < 0 \), \( \forall j \in C(i) \), then all maximum weight matchings in \( H(i) \) do not contain any edge incident on \( i \).
Next, we state a result that relates bonus and min-sum beliefs.

**Lemma 3.3.** Consider a node $i$ with $T^k_i$ as its computation tree and $[t^k_i(1), \ldots, t^k_i(n)]$ be its min-sum beliefs at the end of iteration $k$. Then,

$$B_{T^k_i} = \max \left( 0, \max_{j \in N(i)} (t^k_i(j) - t^k_i(n + 1)) \right),$$

where $B_{T^k_i}$ be the bonus for $T^k_i$ as defined above.

**Proof.** Note that $T^k_i$ is a tree, by construction. Hence, $B_{T^k_i}$ is well-defined as above. The key to the proof of this Lemma is: (1) definition of $B_{T^k_i}$ that it is the difference between weight of maximum weight matching and weight of maximum independent set not containing $i$, and (2) Lemma 3.1.

Now, if for all $j \in N(i)$, $t^k_i(j) \leq t^k_i(n + 1)$ then by Lemma 3.1 and definition of bonus, $B_{T^k_i} = 0$. Else, under the maximum weight matching in $T^k_i$, root node $i$ must be connected to $j^*$, where $j^* = \arg \max_{j \in N(i)} t^k_i(j)$. Hence, the bonus $B_{T^k_i}$ should be equal to $t^k_i(j^*) - t^k_i(n + 1)$. This completes the proof of Lemma 3.3. □

### 3.4 Spatial Independence and Convergence

In this section, we use results of [27] to establish asymptotic independence between the bonus of computation tree at the root and the initial messages in computation tree. In particular, we are interested in graph $G$ where $G = G(n, c/n)$ for $c > 0$ or $G = G_r(n)$ for $r \geq 2$ and node weight distribution is exponential of mean 1.

As in Lemma 2.2 and proof of Theorem 1.1 we will consider $G(G(n, c/n)$ or $G_r(n)$) with large enough $n$ so that the $d$ depth neighborhood of node $i$, $G_i^d$ is a tree. This happens with probability at least $1 - \epsilon/2$ for appropriate choice of $n$ given $d$. Henceforth, we assume that for our choice of $d$ and $\epsilon$, $n$ is chosen to be large enough.

Given this, consider computation tree $T^k_i$ for a large $k$. Now, consider the top subtree of $T^k_i$ of odd depth $d < k$, denoted by $T^k_i(d)$, which is the same as $T^d_i$. The Lemma 3.2 suggests that if bonus values at the boundary nodes of $T^k_i(d)$ is fixed and edge weights for $T^k_i(d)$ are known then $B_{T^k_i}$ can be determined without knowledge of everything in $T^k_i \setminus T^k_i(d)$. Further, by Lemma 3.2 bonus at a node $j$ is non-negative and no larger than the maximum of the edge weights incident on it. Let $W_j$ denote this quantity for node $j$. Let $B(d)$ denote the set of vectors representing boundary bonus condition for $T^k_i(d)$ with the component of boundary condition, corresponding to a boundary node $j$, is between $[0, W_j]$. As before, let $\Omega(d)$ denote boundary condition when all nodes have bonus 0 and let $\Omega^*(d)$ denote boundary condition when all nodes have maximal bonus. Let root $i$ in $T^k_i$ have $N_i = N(i)$ children. Let the subtrees with each of these children at root be numbered $1, \ldots, N_i$. Let the boundary bonus condition for subtree $j$ be denoted by $b(d)_j$. Recall that for $G_r(n)$, $N_i = r$ while for $G(n, c/n)$ it is distributed like Poisson($c$). Thus, any boundary condition in $B(d)$ can also be represented as tuple $(b(d)_j)_{1 \leq j \leq N_i}$. For simplicity, we present it as $(b(d)_j)$. Let $b(d)_j^+$, $1 \leq j \leq N_i$, denote the boundary condition when each leaf node for $j^{th}$ subtree is conditioned to have maximal bonus while all leaf nodes in other subtree are conditioned to be 0. Similarly, let $b(d)_j^-$ denote boundary condition when all boundary nodes are set to have maximal bonus value, but leaf nodes of subtree $j$. Now, define the following events.

(a) For any $t \geq 0$ and $b(d) \in B(d)$, let $\Omega_{b(d)}(t)$ denote the event that bonus $B_{T^k_i}$ is at most $t$ given boundary condition $b(d)$. 


Let $\Omega_{j,b(d)} \subseteq \Omega_{b(d)}^c(0)$ denote the event that the bonus $B_{T^k_i}$ is positive and edge $(i,j)$ presents maximum benefit (i.e. $(i,j)$ should be part of MWM) given boundary condition as $b(d)$.

Next, we state a result similar to Lemma 2.6. We omit proof as it is similar to that of Lemma 2.6 and uses result (Theorems 3 and 9) of [27] for matching.

Lemma 3.4. Consider a fixed $t \in \mathbb{R}_+$, any odd $d$ and for any bonus boundary condition $b(d) \in B(d)$,

$$\Omega_0(b(d))(t) \subseteq \Omega_{b(d)}(t) \subseteq \Omega_{W^*(d)}(t),$$

and

$$\Omega_{j,b(d)}^+ \subseteq \Omega_{j,b(d)} \subseteq \Omega_{j,b(d)}^-.$$

Further, for any $\epsilon > 0$ there exists large enough $d(\epsilon)$ such that for any odd $d \geq d(\epsilon)$ when $G^d_{\epsilon}$ – the subgraph of $G = G(n,c/n)$ for $c > 0$ or $G = G_r(n)$ for $r \geq 2$ – is a tree, under the probability distribution induced by randomness of edge weights,

$$\Pr(\Omega_0(b(d))(t)) \leq \Pr(\Omega_{W(d)}(t)) \leq \Pr(\Omega_{0}(d)(t)) + \epsilon,$$

and

$$\Pr(\Omega_{j,b(d)}^+ \leq \Pr(\Omega_{j,b(d)}^-) \leq \Pr(\Omega_{j,b(d)}^+) + \epsilon,$$

3.5 Putting Things Together

Similar to proof of Theorem 1.1 presented in Section 2.5, the proof of Theorem 1.2 follows from Lemmas 3.1-3.4. We omit details as they are identical to the proof of Theorem 1.1.

4 Conclusion

In this paper, we established convergence and correctness of the recently well studied Max Product algorithm for Maximum Weight Independent Set and Maximum Weight Matching for sparse random graphs. Our results crucially utilized results of [27].

As a conclusion of our work, we find that the following three properties are sufficient to establish the correctness (approximation with any $\epsilon$) and convergence of max-product algorithm: (1) Locally tree-like graph, (2) Monotone property of “bonus” style function, and (3) Spatial independence or local optimality property.

For many questions where the method of local weak convergence seem to work, the above properties seem to hold. This suggests that for such questions, Max Product can be used as algorithm to find good solutions.
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