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Abstract—We propose a new queueing mechanism for coded networks with stochastic arrivals and/or lossy links. In this context, earlier work introduced the notion of “virtual queues” which represent the backlog in degrees of freedom. For instance, the work by Ho and Viswanathan defined the achievable rate region for which the virtual queue size is stabilized, using intra-session coding. The queueing scheme that we propose here forms a natural bridge between the virtual queue size and the physical queue size, and thus extends their result to the stability of the physical queues as well. Specifically, we show that the amount of memory used at the transmit buffer in our scheme is upper bounded by the total backlog in the number of linearly independent degrees of freedom. Moreover, our scheme gives an online algorithm for queue update and coding, in the sense that the coding does not happen block by block, but in a streaming manner. The main idea in our scheme is to ensure that the information stored at the sender excludes any knowledge that is common to all receivers. This requires the transmitting node to track the states of knowledge of its receivers. Therefore, if the links are lossy, some form of feedback may be necessary.

I. INTRODUCTION

Network coding was originally introduced in the context of constant rate data sources with periodic arrivals, trying to communicate over a network of error-free links with specified capacities [1], [2]. Later, the models were enhanced to include stochastic arrival processes [3], [4] and losses on links [5]. In these new models, the nodes need to maintain queues, either to account for burstiness or for the losses, and the question of how to manage these queues becomes important.

The schemes proposed in the new models essentially involve transmitting a linear combination of all packets received up to that point of time, with the following property. It must be simultaneously innovative\(^1\) at all receivers except those that already have all the information that the transmitter has. This can be accomplished with high probability, if the transmitter simply stores all received packets and generates random linear combinations of them, provided the field size is large enough.

However, storing all received packets may be undesirable. One way to address this issue may be to use a frame based approach, where at the end of a predetermined coding window, the algorithm takes a break to clear out the existing backlog, after which the buffer is completely empty. This will have a small loss in throughput, since the algorithm does not serve new arrivals while clearing out the backlog. An alternative is to store only those packets that have not yet been decoded by all receivers. However, note that a receiver is guaranteed to decode the original packets only when the number of received innovative packets is equal to the size of the generation used for coding (i.e., when the number of equations equals the number of unknowns). Thus, it is possible that the receivers are unable to decode packets for a long time, even though they may be receiving degrees of freedom at a sufficient rate. This means, the queue may be very long even if only a few degrees of freedom are missing at the receivers. Ideally, one would like a truly online algorithm in which the size of the queue tracks the backlog in the degrees of freedom.

In this paper, we propose a new online coding and queue update algorithm that achieves this goal. In our scheme, we assume that the transmitter gets to know what the receivers have received thus far. The main idea is that the transmitters will now store linear combinations of the original packets. The linear combinations to be stored are chosen such that their span excludes any linear combination that is already known at all the receivers. We prove that this scheme indeed ensures that the amount of information stored tracks the backlog in degrees of freedom. Moreover, our coding scheme is online in the sense that there is no predetermined frame or block with periodic flushing of the buffers at the end of the frame. Instead coding is done in a streaming manner.

For networks with random arrivals, earlier work by Ho et al. [3] defined the achievable rate region for backpressure algorithms using intra-flow network coding. Their work considered the stability of “virtual queues”, which correspond to the backlog in degrees of freedom. This work was extended to inter-session coding by Eryilmaz and Lun [4]. Our scheme thus forms a natural bridge between the virtual queue size and the physical queue size and thus can be used to extend these results to the stability of the physical queues as well.

In addition, the bridge between the virtual queue size and the physical queue size means that various results from traditional queueing theory such as the transform based analysis for the queue size of M/G/1 queues, or even a Jackson network type of result can be extended to study the actual memory
used by nodes in networks with network coding, as opposed to just the backlog in degrees of freedom.

We present our algorithm in the specific context of a packet erasure broadcast channel with feedback. However, the idea is applicable in more general networks. Note that, in networks with perfect links and random arrival processes, there is no need for feedback, since the transmitter can track the states of knowledge of the receivers simply using the schedules from the past. An example of such a network is the multicast switch with intra-flow network coding which was studied in [6].

The rest of the paper is organized as follows. Section II describes the packet erasure broadcast setting. Section III contains an intuitive description of the proposed queueing algorithm followed by the formal specification. The main result that the actual queue size is upper bounded by the total backlog in degrees of freedom at the transmitter, is proved in Section IV. Finally, Section V gives the conclusions.

II. THE SETTING

Consider the following communication setup. A stream of packets arrives according to a stochastic arrival process at a sender $S$ that wants to broadcast this stream to a set of receivers $R = \{R_1, R_2, \ldots, R_n\}$, over a packet erasure broadcast channel.

Time is assumed to be slotted. In each slot $t$, the channel can accept as input, a packet of fixed size. The packet is then conveyed with no errors to an arbitrary subset of receivers. An example of such a network is the multicast switch with intra-flow network coding which was studied in [6].

In every time slot, it computes one linear combination of the packets in the queue and transmits it over the channel. The key intuition is that we can satisfy the above property even if we restrict the sender’s transmission to be chosen from a subspace that is independent of the subspace representing common knowledge available at all the receivers.

A. An intuitive description of the algorithm

In this work, we only use linear codes. Every transmitted packet is a linear combination of some set of packets from the incoming stream. Now, if a node has received a collection of such linear combinations with coefficient vectors, say, $v_1, v_2, \ldots, v_k$, then it can compute other linear combinations whose coefficient vectors are in the span of $\{v_1, v_2, \ldots, v_k\}$. As a result, the state of knowledge of any node can be represented by a vector space – a node is said to “know” a vector space $V$ if it can compute any linear combination of the original packets, whose coefficient vector is in $V$.

In order to guarantee the highest possible throughput, we require the following property to hold in every time slot – the sender should transmit a linear combination that is innovative to every receiver that receives it, except those which already know everything that the sender knows.

It is clear that in order to guarantee this property, the packets that have been decoded by all receivers need not be retained at the sender. But, our proposal is more general than that. The key intuition is that we can satisfy the above property even if we restrict the sender’s transmission to be chosen from a subspace that is independent of the subspace representing common knowledge available at all the receivers.

In other words, the sender need not use for coding (and hence need not store) any information that has already been received by all the receivers. We do not restrict the queue to store only uncoded packets, but instead allow it to store linear combinations of the packets. Therefore, by any point in time, the queue simply stores a basis for the coset space corresponding to the space of common knowledge of all the receivers.

Now, in order to know what needs to be stored and what can be safely dropped, the sender must keep track of the state of knowledge of every receiver using the causal channel state information. A receiver’s state of knowledge is essentially the space of the coefficient vectors of the innovative packets it has received so far. In an online situation, tracking the receivers’ states of knowledge could potentially get complicated by the fact that the dimension of the vector space representing the state of knowledge of the receivers keeps growing in time as more and more innovative packets are received. However, this issue can be avoided by noting that once the commonly known information is dropped from the queue, the states of knowledge can also be updated to exclude the common part. In other words, we are interested in tracking only that part of the state of knowledge that is not yet known at all receivers. To summarize, after every time slot, the algorithm recomputes the common knowledge and removes it from the states of knowledge, and also removes the corresponding information from the queues. We show that the size of such an incremental version of the state of knowledge is stable, provided the backlog in degrees of freedom is stable. This means that the queue size will also be stable.

2A subspace $S_1$ is said to be independent of another subspace $S_2$ if $S_1 \cap S_2 = \{0\}$. 

III. THE QUEUE UPDATE ALGORITHM

The sender maintains one queue. The key idea that we introduce is that the contents of the queue may themselves be linear combinations of the packets from the original stream. In every time slot, it computes one linear combination of the packets in the queue and transmits it over the channel. The following gives the details of the proposed algorithm.
Another problem is that the coefficient vectors might have a very large number of components, since a coded packet could, in general, be a linear combination of all original packets received thus far. We can circumvent this problem by representing coded packets by their coefficient vectors with respect to the current queue contents, and not with respect to the original packets. And as claimed above, we can show that the queue size is stable. So, the size of the coefficient vectors is also stabilized. We call the new representation local coefficient vectors as opposed to the global coefficient vectors which are in terms of the original packets. Since linear independence of the local coefficient vectors carries over to the original global vectors, the operations performed by the algorithm on local vectors can be mapped to the corresponding operations on the global vectors. Also, it suffices to ensure that the transmitted packet is innovative in terms of the local vectors.

These ideas are explained in a concrete manner below. After the following remark, we first present the algorithm that runs at the sender, and then present the theorems that prove that with this algorithm, the actual queue size at the sender is upper bounded by the total backlog in degrees of freedom at the sender for all the receivers.

Remark 1 (A note on the overhead): Note that such a change of representation from global to local coefficient vectors results in the sender losing track of the mapping between the contents of its queue and the original uncoded packets. However, for the receivers to be able to decode, they will need the global coefficient vectors. Therefore, we assume that the global vectors are stored in the packet headers as usual and conveyed to the receivers. Now, the length of these global vectors is simply the current size of the coding window. Since the coding window size is not predetermined, the sender will have to include it in the header. At any point, the coding window includes all arrivals since the most recent emptying of the sender’s virtual queue. This means that the size of the coding window (and hence the overhead for sending the coefficient vectors) is closely related to the busy period of the virtual queue. If we can show a bound on the busy period of the virtual queues using their stability, then this would give us a bound on the coding window size and hence on the overhead needed for storing the global vectors.

B. Algorithm at sender

All operations in the algorithm occur over a finite field of size $q > n$.

1) Initialize sets $B$, $B_1$, $B_2$, $B_3$, $B_4$ to the empty set. These sets will hold the bases of the vector spaces that represent the states of knowledge of the sender and the receivers in that order. The representation is in the form of local coefficient vectors (i.e., with respect to the current contents of the queue) and not global ones (i.e., with respect to the original packets).

2) Initialize the vector $g$ to the zero vector. This will hold the coefficients of the transmitted packet in each slot. (Again, the coefficients are in terms of the current contents of the queue, not the original packets.)

At the beginning of every time slot, do:

3) Incorporate new arrivals

Let $a$ be the number of new arrivals that occurred in the middle of the previous slot. Add these new packets to the end of the queue. Let $b := |B|$. Replace $B$ by $\{e_1, e_2, \ldots, e_{a+b}\}$. (The unit vector with a 1 in the $j^{th}$ position.) To make the number of components of all vectors consistent (i.e., equal to $a + b$), append $a$ zeros to every vector in each $B_j$, and also to $g$.

4) Incorporate channel state feedback:

If this is the first time slot, then skip this step. Otherwise, for every receiver $j = 1$ to $n$, do:

If there was a successful transmission to receiver $j$ in the previous slot, append $g$ to $B_j$.

5) Separate out the knowledge that is common to all receivers:

Compute the following:

\[ B_\Delta := \text{Any basis of } \bigcap_{j=1}^n \text{span}(B_j). \]
\[ B' := \text{Completion of } B_\Delta \text{ into a basis of } \text{span}(B). \]
\[ B'' := B' \setminus B_\Delta. \]
\[ B''_j := \text{Completion of } B_\Delta \text{ into a basis of } \text{span}(B_j) \text{ in such a way that, if we define } B'' := B'' \setminus B_\Delta, \text{ then the following holds: } B''_j \subseteq \text{span}(B''). \]

Lemma 1 proves that this is possible.

6) Update the queue contents:

Let $y_1, y_2, \ldots, y_K$ represent the current contents of the queue. The queue size $K$ is equal to $(a + b)$. Replace the contents of the queue with packets $y_1', y_2', \ldots, y_K'$, of the form $\sum_{i=1}^K h_i y_i$ for each $h \in B''$. The new queue size is thus $K' = |B''|$.

7) Recompute local coefficient vectors with respect to the new queue contents:

For every vector in $B''$ find the corresponding coordinate vector in the new basis $B''$, and call the resulting set of vectors the new $B_j$. Update the value of $B$ to $\{e_1, e_2, \ldots, e_K\}$.

8) Transmission:

If $B$ is not empty, update $g$ to be any vector that is in $\text{span}(B)$ but not in $\bigcup_{j=1}^n \text{span}(B_j)$.

Compute the packet $\sum_{i=1}^{K'} g_i y_i'$ and transmit it on the packet erasure broadcast channel. Lemma 2 shows that such a $g$ exists provided the field size exceeds $n$. If $B$ is empty, set $g$ to 0 and transmit nothing.

9) Go back to step 3.

Lemma 1: In step 5 of the algorithm above, it is possible to complete $B_\Delta$ into a basis $B''_j$ of each $\text{span}(B_j)$ such that $B''_j$ is within the span of $B''$.

Proof: We show that any completion of $B_\Delta$ into a basis of $\text{span}(B_j)$ can be changed to a basis with the required property.
Let \( B_\Delta = \{b_1, b_2, \ldots, b_m\} \). Suppose we complete this into a basis \( C_j \) of \( \text{span}(B_j) \) such that:

\[
C_j = B_\Delta \cup \{c_1, c_2, \ldots, c_{|B_j| - m}\}
\]

Now, we claim that at the beginning of step 5, \( \text{span}(B_j) \subseteq \text{span}(B) \) for all \( j \). This can be proved by induction on the slot number, using the way the algorithm updates \( B \) and the \( B_j \)'s. Intuitively, it says that any receiver knows a subset of what the sender knows.

Therefore, for each vector \( c \in C_j \setminus B_\Delta \), \( c \) must also be in \( \text{span}(B) \). Now, since \( B_\Delta \cup B'' \) is a basis of \( \text{span}(B) \), we can write \( c = \sum_{i=1}^{m} \alpha_i b_i + c' \) with \( c' \in \text{span}(B'') \). In this manner, each \( c_i \) gives a distinct \( c_i \). It is easily seen that \( C_j := B_\Delta \cup \{c_1, c_2, \ldots, c_{|B_j| - m}\} \) is also a basis of the same space that is spanned by \( C_j \). Moreover, it satisfies the property that \( C_j \setminus B_\Delta \subseteq \text{span}(B'') \).

**Lemma 2:** ((6)) Let \( V \) be a vector space with dimension \( k \) over a field of size \( q \), and let \( V_1, V_2, \ldots, V_n \), be subspaces of \( V \), of dimensions \( k_1, k_2, \ldots, k_n \) respectively. Suppose that \( k > k_i \) for all \( i = 1, 2, \ldots, n \). Then, there exists a vector that is in \( V \) but is not in any of the \( V_i \)'s, if \( q > n \).

**Proof:** See [6] for the proof.

**IV. CONNECTING THE PHYSICAL AND VIRTUAL QUEUE SIZES**

Let \( H(t) \) be a matrix whose rows are the global coefficient vectors of the queue contents after incorporating the slot \( t \) arrivals, i.e., at the end of step 3 in time slot \( (t+1) \). Let \( a(t) \) denote the number of arrivals in slot \( t \), and let \( A(t) \) be the total number of arrivals up to and including slot \( t \). Thus, \( A(t) = \sum_{t'=0}^{t} a(t') \). Note that each row of \( H(t) \) is in \( \mathbb{F}_q^{A(t)} \).

Let \( B_\Delta(t) \) (resp. \( B''(t) \), \( B_j(t) \) and \( B_{j''}(t) \)) denote the matrix whose rows are the vectors in \( B_\Delta \) (resp. \( B'' \), \( B_j \) and \( B_{j''} \)) at the end of step 5 in time slot \( t \). Let \( B_j(t) \) be a matrix containing as rows, the vectors in \( B_j \) at the end of step 3 in slot \( (t+1) \). Also, let \( g(t) \) denote the vector \( g \) at the end of step 3 in time slot \( (t+1) \), i.e., the local coefficient vector of the packet transmitted in slot \( t \), with \( a(t) \) zeros appended.

**Lemma 3:** The rows of \( H(t) \) are linearly independent for all \( t \).

**Proof:** The proof is by induction on \( t \).

**Basis step:** In the middle of time slot 0, the first batch of \( a(0) \) arrivals occur. So, \( H(0) = I_{a(0)} \) and hence the rows are independent.

**Induction hypothesis:** Assume \( H(t-1) \) has linearly independent rows.

**Induction step:** The queue is updated such that the linear combinations corresponding to local coefficient vectors in \( B'' \) are stored, and subsequently, the \( a(t) \) new arrivals are appended. Thus, the relation between \( H(t-1) \) and \( H(t) \) is:

\[
H(t) = \begin{bmatrix}
B''(t)H(t-1) & 0 \\
0 & I_{a(t)}
\end{bmatrix}
\]

Now, \( B''(t) \) has linearly independent rows, since the rows form a basis. The rows of \( H(t-1) \) are also linearly independent by hypothesis. Hence, the rows of \( B''(t)H(t-1) \) will also be linearly independent. Appending \( a(t) \) zeros and then adding an identity matrix block in the right bottom corner does not affect the linear independence. Hence, \( H(t) \) also has linearly independent rows.

**Define the following:**

\[
\begin{align*}
U''(t) &:= \text{Row span of } B''(t)H(t-1) \\
U_j'(t) &:= \text{Row span of } B_j'(t)H(t-1) \\
U_j''(t) &:= \cap_{j=1}^{n} U_j(t) \\
U_j''(t) &:= \text{Row span of } B_j''(t)H(t-1) \\
U_j(t) &:= \text{Row span of } H(t) \\
U_j(t) &:= \text{Row span of } B_j(t)H(t)
\end{align*}
\]

Note that \( U''(t) \), the \( U_j'(t) \)'s, \( U_j''(t) \) and the \( U_j''(t) \)'s are all subspaces of \( \mathbb{F}_q^{A(t-1)} \), whereas \( U(t) \) and the \( U_j(t) \)'s are all subspaces of \( \mathbb{F}_q^A(t) \). Figure 1 shows the points at which these \( U(t) \)'s are defined in the slot.

The fact that \( H(t) \) has full row rank (proved above in Lemma 3) implies that the operations performed by the algorithm in the domain of the local coefficient vectors can be mapped to the corresponding operations in the domain of the global coefficient vectors:

1) The intersection subspace \( U_\Delta(t) \) is indeed the row span of \( B_\Delta(t)H(t-1) \).

2) Let \( R_j(t) \) be an indicator (0-1) random variable which takes the value 1 iff the transmission in slot \( t \) is successfully received without erasure by receiver \( j \) and in addition, receiver \( j \) does not have all the information that the sender has. Let \( g_1(t) := R_j(t)g(t)H(t) \). Then,

\[
U_j'(t) = U_j'(t-1) \oplus \text{span}(\bar{g}_1(t-1))
\]

where \( \oplus \) denotes direct sum of vector spaces. The way the algorithm chooses \( g(t) \) guarantees that if \( R_j(t) \) (and hence \( g_1(t) \)) is non-zero, then \( \bar{g}_1(t) \) will be outside the corresponding \( U_j(t) \), i.e., it will be innovative. This fact is emphasized by the direct sum in this equation.

3) Because of the way the algorithm performs the completion of the bases in the local domain in step 5, the following properties hold in the global domain:

\[
\begin{align*}
U(t-1) &= U_j(t) \oplus U''(t) \\
U_j'(t) &= U_j(t) \oplus U_j''(t) \quad \text{and},
U_j''(t) \subseteq U''(t), \quad \forall j = 1, 2, \ldots, n
\end{align*}
\]
From the above properties, we can infer that $U'(t) + U''(t) + \ldots U''(t) \subseteq U''(t)$. After incorporating the arrivals in slot $t$, this gives:

$$U_1(t) + U_2(t) + \ldots U_n(t) \subseteq U(t) \quad (5)$$

Now, in order to relate the queue size to the backlog in number of degrees of freedom, we define the following vector spaces which represent the cumulative knowledge of the sender and receivers:

$$V(t) := \text{the vector space representing the knowledge of the sender after incorporating the arrivals in slot } t. \text{ This is simply equal to } \mathbb{F}_q^{A(t)}.$$  

$$V_j(t) := \text{the vector space representing the knowledge of receiver } j \text{ at the end of slot } t.$$  

$$V_j'(t) := \text{the vector space representing the knowledge of receiver } j \text{ at the start of slot } t, \text{ after incorporating the channel state feedback into } V_j(t-1), \text{ i.e., } V_j'(t) = V_j(t-1) \oplus \text{span}(\mathbf{g}_j(t-1)).$$

$$V_\Delta(t) := \cap_{i=1}^n V_j(t)$$  

$$V_\Delta'(t) := \cap_{i=1}^n V_j'(t)$$

**Lemma 4:** Let $V$ be a vector space and let $V_\Delta, U_1, U_2, \ldots U_n$ be subspaces of $V$ such that $V_\Delta$ is independent of the span of all the $U_j$'s, i.e., $dim[V_\Delta \cap (U_1 + U_2 + \ldots + U_n)] = 0$. Then,

$$V_\Delta \oplus \cap_{i=1}^n U_i = \cap_{i=1}^n [V_\Delta \oplus U_i]$$

**Proof:** For any $z \in V_\Delta \cap \cap_{i=1}^n U_i$, there is a $x \in V_\Delta$ and $y \in \cap_{i=1}^n U_i$ such that $z = x + y$. Now, for each $i$, $y \in U_i$. Thus, $z = x + y$ implies that $z \in \cap_{i=1}^n [V_\Delta \oplus U_i]$. Therefore, $V_\Delta \oplus \cap_{i=1}^n U_i \subseteq \cap_{i=1}^n [V_\Delta \oplus U_i]$.  

Now, let $w \in \cap_{i=1}^n V_\Delta \oplus U_i$. Then for each $i$, there is a $x_i \in V_\Delta$ and $y_i \in U_i$ such that $w = x_i + y_i$. But, $w = x_i + y_i = x_j + y_j$ means that $x_i - x_j = y_j - y_i$. Now, $(x_i - x_j) \in V_\Delta$ and $(y_i - y_j) \in (U_1 + U_2 + \ldots + U_n)$. By hypothesis, these two vector spaces have only 0 in common. Thus, $x_i - x_j = y_j - y_i = 0$. All the $x_i$'s are equal to a common $x \in V_\Delta$ and all the $y_i$'s are equal to a common $y$ which belongs to all the $U_i$'s. This means, $w$ can be written as the sum of a vector in $V_\Delta$ and a vector in $\cap_{i=1}^n U_i$, thereby proving that $\cap_{i=1}^n [V_\Delta \oplus U_i] \subseteq V_\Delta \cap \cap_{i=1}^n U_i$. 

**Theorem 1:** For all $t \geq 0$,

$$V(t) = V_\Delta(t) \oplus U(t)$$  

$$V_j(t) = V_\Delta(t) \oplus U_j(t) \quad \forall j = 1, 2, \ldots, n$$  

$$V_\Delta'(t) = V_\Delta(t) \oplus U_\Delta(t) \quad (6)$$

**Proof:** The proof is by induction on $t$.  

**Basis step:**

At $t = 0$, $V(0)$ and $U(0)$ are both initialized to the row space of an identity matrix of size $a(0)$, while all the $V_j(0)$'s and $U_j(0)$'s are initialized to $\{0\}$. Consequently, $V_\Delta(0)$ is also $\{0\}$. It is easily seen that these initial values satisfy the equations in the theorem statement.

**Induction Hypothesis:**

We assume the equations hold at $(t-1)$, i.e.,

$$V(t-1) = V_\Delta(t-1) \oplus U(t-1) \quad (6)$$

$$V_j(t-1) = V_\Delta(t-1) \oplus U_j(t-1) \quad \forall j = 1, 2, \ldots, n$$

$$V_\Delta'(t) = V_\Delta(t-1) \oplus U_\Delta'(t) \quad (7)$$

**Induction Step:** Consider $V_\Delta'(t)$ and $U''(t)$. From (6) (induction hypothesis), $V_\Delta(t-1)$ and $U(t-1)$ are independent. Also, from (2), $U(t-1) = U_\Delta'(t) \oplus U''(t)$, and from (8), $V_\Delta'(t) = V_\Delta(t-1) \oplus U_\Delta'(t)$. Using these, we can show that $V_\Delta'(t)$ and $U''(t)$ are independent. Moreover,

$$V_\Delta'(t) \oplus U''(t) = V_\Delta(t-1) \oplus U_\Delta'(t) \oplus U''(t) = V_\Delta(t-1) \oplus U(t-1) = V(t-1)$$

Now, we incorporate the arrivals in slot $t$. This converts $V(t-1)$ to $V(t)$, $V_\Delta'(t)$ to $V_\Delta(t)$ and $U''(t)$ to $U(t)$, by the following operations:

$$\text{Basis of } V(t) = \left[ \begin{array}{c} \text{Basis of } V(t-1) \ 0 \\ 0 \ I_{a(t)} \end{array} \right]$$

$$\text{Basis of } U(t) = \left[ \begin{array}{c} \text{Basis of } U''(t) \ 0 \\ 0 \ I_{a(t)} \end{array} \right]$$

$$\text{Basis of } V_\Delta(t) = \left[ \begin{array}{c} \text{Basis of } V_\Delta'(t) \ 0 \end{array} \right]$$

Clearly, these modifications do not affect the above relation, and we get:

$$V(t) = V_\Delta(t) \oplus U(t)$$

Using similar arguments as above, we can show that $V_\Delta(t)$ and $U''(t)$ are independent. Moreover,

$$V_\Delta(t) \oplus U''(t)$$

$$= V_\Delta(t-1) \oplus U_\Delta'(t) \oplus U''(t) \quad \text{(from (8))}$$

$$= V_\Delta(t-1) \oplus U_j'(t) \quad \text{(from (3))}$$

$$= V_\Delta(t-1) \oplus U_j(t-1) \oplus \text{span}(\mathbf{g}_j(t-1)) \quad \text{(from (1))}$$

$$= V_j(t-1) \oplus \text{span}(\mathbf{g}_j(t-1)) \quad \text{(from (6))}$$

$$= V_j'(t) \quad \text{(from (6))}$$

Once again, as shown above, the incorporation of the new arrivals into the subspaces does not affect their relation to each other, and hence we get:

$$V_j(t) = V_\Delta(t) \oplus U_j(t), \quad \forall j = 1, 2, \ldots, n$$

And finally,

$$V_\Delta'(t+1) = \cap_{j=1}^n V_j'(t+1)$$

$$= \cap_{j=1}^n [V_j(t) \oplus \text{span}(\mathbf{g}_j(t))] \quad \text{(a)}$$

$$= \cap_{j=1}^n [V(t) \oplus U_j(t) \oplus \text{span}(\mathbf{g}_j(t))] \quad \text{(a)}$$

$$= V(t) \oplus U_\Delta'(t+1)$$
Step (a) is justified as follows. Using equation (5) and the fact that \( \mathbf{g}_j(t) \) was chosen to be inside \( U(t) \), we can show that the span of all the \([U_j(t) \oplus \mathbf{g}_j(t)]\)'s is inside \( U(t) \). Now, from the induction step above, \( V_\Delta(t) \) is independent of \( U(t) \). Therefore, \( V_\Delta(t) \) is independent of the span of all the \([U_j(t) \oplus \mathbf{g}_j(t)]\)'s. We can therefore apply Lemma 4.

Theorem 2: Let \( K(t) \) denote the size of the queue after the arrivals in slot \( t \) have been appended to the queue.

\[
K(t) = \dim V(t) - \dim V_\Delta(t)
\]

Proof:

\[
K(t) = U(t) = \dim U''(t) + a(t)
\]

\[
= \dim U(t - 1) - \dim U_\Delta'(t) + a(t)
\]

(since \( U(t - 1) = U'(t) \oplus U''(t) \))

\[
= \dim V(t - 1) - \dim V_\Delta(t - 1) - \dim U_\Delta'(t) + a(t)
\]

(from Theorem 1)

\[
= \dim V(t - 1) - \dim V_\Delta'(t) + a(t)
\]

(from Theorem 1)

\[
= \dim V(t) - \dim V_\Delta(t)
\]

Lemma 5: Let \( V_1, V_2, \ldots, V_k \) be subspaces of a vector space \( V \). Then, for \( k \geq 1 \),

\[
\dim(V_1 \cap V_2 \cap \ldots \cap V_k) \geq \sum_{i=1}^{k} \dim(V_i) - (k - 1)\dim(V)
\]

Proof: For any two subspaces \( X \) and \( Y \) of \( V \),

\[
\dim(X \cap Y) + \dim(X + Y) = \dim(X) + \dim(Y)
\]

where \( X + Y \) denotes the span of subspaces \( X \) and \( Y \).

Hence,

\[
\dim(X \cap Y) = \dim(X) + \dim(Y) - \dim(X + Y)
\]

\[
\geq \dim(X) + \dim(Y) - \dim(V) \quad (9)
\]

(since \( X + Y \) is also a subspace of \( V \))

Now, we prove the lemma by induction on \( k \).

Basis step:

\( k = 1 \): \( \text{LHS} = \dim(V_1) \), \( \text{RHS} = \dim(V_1) \)

\( k = 2 \): \( \text{LHS} = \dim(V_1 \cap V_2) \), \( \text{RHS} = \dim(V_1) + \dim(V_2) - \dim(V) \)

The claim follows from inequality (9).

Induction Hypothesis:

For some arbitrary \( k \),

\[
\dim(\cap_{i=1}^{k-1} V_i) \geq \sum_{i=1}^{k-1} \dim(V_i) - (k - 2)\dim(V)
\]

Induction Step:

\[
\dim(\cap_{i=1}^{k} V_i) = \dim(V_k \cap \cap_{i=1}^{k-1} V_i)
\]

\[
\geq \dim(V_k) + \dim(\cap_{i=1}^{k-1} V_i) - \dim(V) \quad (\text{using } 9)
\]

\[
\geq \dim(V_k) + \left[ \sum_{i=1}^{k-1} \dim(V_i) - (k - 2)\dim(V) \right] - \dim(V)
\]

\[
= \sum_{i=1}^{k} \dim(V_i) - (k - 1)\dim(V)
\]

The above result can be rewritten as:

\[
\dim(V) - \dim(V_1 \cap V_2 \cap \ldots \cap V_k) \leq \sum_{i=1}^{k} \left[ \dim(V) - \dim(V_i) \right]
\]

(10)

If we apply Lemma 5 to the vector spaces \( V_j(t), j = 1, 2, \ldots, n \) and \( V(t) \), then the left hand side of inequality (10) becomes the sender queue size (using Theorem 2), while the right hand side becomes the sum of the differences in backlog between the sender and the receivers, in terms of the number of degrees of freedom. Thus, we can state the following result.

Theorem 3: The physical queue size at the sender is upper bounded by the sum of the backlog differences between the sender and each receiver in terms of the number of degrees of freedom.

V. Conclusion

In this work we present an online queueing algorithm that allows the physical queue size to track the backlog in degrees of freedom, thereby reducing the amount of storage used up at the transmitter.

From a theoretical point of view, this means that the stability of virtual queues implies the stability of the physical queues. In addition, results from traditional queueing theory about \( M/G/1 \) queues or a Jackson network type of result can be extended to the physical queue size in coded networks, as opposed to just the backlog in degrees of freedom. From a practical point of view, if the memory at the transmitter has to be shared among several different flows, then this reduction will prove quite useful in getting statistical multiplexing benefits.

In terms of future work, we wish to explore in what other ways the information about the receivers’ state of knowledge can be used. For instance, we could choose the linear combination to be transmitted in such a manner that it helps the receivers decode more original packets quickly. This would help reduce the decoding delay at the receivers.
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